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Figure 1: (a) LumiMood is an AI-driven creativity support tool for mood designing of game scenes. (b) LumiMood takes the 
current scene as the input and stylizes the mood of the scene by adjusting the lighting and the post-processing efects. (c) 
Designers can utilize LumiMood to intentionally evoke specifc emotions in users through their scene design. 

ABSTRACT 
The aesthetic design of 3D scenes in game content enhances play-
ers’ experience by inducing desired emotions. Creating emotionally 
engaging scenes involves designing low-level features, such as 
color distribution, contrast, and brightness. This study presents 
LumiMood, an AI-driven creativity support tool (CST) that auto-
matically adjusts lighting and post-processing to create moods for 
3D scenes. LumiMood supports designers by synthesizing reference 
images, creating mood templates, and providing intermediate de-
sign steps. Our formative study with 10 designers identifed distinct 
challenges in mood design based on the participants’ experience 
levels. A user study involving 40 designers revealed that using 
LumiMood benefts the designers by streamlining workfow, im-
proving precision, and increasing mood intention accuracy. Results 
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indicate that LumiMood supports clarifying mood concepts and 
improves interpretation of lighting and post-processing, thus re-
solving the challenges. We observe the efect of template based 
designing and discuss considerable factors for AI-driven CSTs for 
users with varying levels of experiences. 

CCS CONCEPTS 
• Human-centered computing → Systems and tools for in-
teraction design; • Computing methodologies → Artifcial 
intelligence. 
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1 INTRODUCTION 
Designing an immersive and emotionally engaging environment is 
one of the main tasks in the development of digital games [35]. The 
emotional tone of a game is crafted through a complex interplay of 
elements, including narrative, sound, and visual aesthetics [5, 20]. 
Among these, studies have shown that visual stimuli are the signif-
cant factors that trigger a range of emotional responses [17], afect-
ing the players” experience [27], shaping their motivations [23, 31], 
and improving their overall engagement [64]. In addition, passive 
visual stimuli such as lighting, color, and static scenes can induce 
the desired emotion in users [33]. In afective computing studies, 
visual stimuli are categorized into two features: high-level and low-
level features [76, 78, 81, 82]. High-level features contain semantic 
attributes associated with specifc concepts or objects, such as 3D 
models in game scenes. Low-level features include the overall at-
tributes of a visual stimulus, such as color distribution, contrast, 
and brightness. A combination of high-level semantics and low-
level color features guides users to establish a specifc emotional 
connection with the visual stimuli [76, 82]. Therefore, both these 
factors should be carefully considered when designing game scenes. 

With the advances achieved in computer vision, creativity sup-
port tools (CSTs) employ artifcial intelligence (AI) models for auto-
mated generation of 3D models and their positional relationships 
in 3D scene development [19, 40]. These CSTs reduce the efort re-
quired for scene design by substituting labor-intensive 3D modeling 
procedures. Although studies have successfully automated design 
workfows, they have primarily focused on synthesizing the shapes 
of 3D models [67, 75, 80], which pertains to the semantic feature 
domain. In contrast, less attention has been paid to the automatic 
generation of low-level features, such as the overall color distri-
bution or contrast. Low-level features, such as color distribution, 
contrast, and brightness, set the mood of the scene and evoke spe-
cifc emotions in the users. Panda et al. have noted that the semantic 
meanings of visual stimuli could be unrelated to the actual emo-
tional response of viewers due to the color distributions [49]. The 
potential importance of low-level features in building the emotional 
mood should be considered in creating game scenes, but there’s 
a scarcity in CST studies supporting the mood design of the 3D 
scenes. To bridge this gap, we aimed to build a creativity tool that 
enables the automatic design of the low level features. 

The aim of this study is to develop an AI-driven CST that de-
signs the mood of a 3D scene by adjusting the lighting and post-
processing to manipulate low-level features for the emotional af-
fection of the players. Previous studies have highlighted the im-
portance of lighting in the aesthetics of the entire scene [15, 32], 
but have not explored the mood creation of a 3D scene. First, a 
formative study was conducted to understand the workfow and 
challenges involved in designing the low-level features of 3D scenes 
for mood direction. We identifed three major challenges faced by 
designers: 1) abstractness of mood concepts, which makes it difcult 
to realize mood design; 2) labor-intensive design workfow; and 3) 
ambiguity in selecting the properties to adjust, which is due to the 
similar yet diferent efects of various lighting and post-processing 
properties. 

To address these challenges in creating the mood of a 3D scene, 
we present LumiMood, an AI-driven CST that automatically adjusts 

the lighting and post-processing to design low-level features. Figure 
1 illustrates the overall concept of LumiMood. When the designer 
inputs an initial scene along with the desired emotional afect, Lumi-
Mood suggests templates of scenes with specifc moods. LumiMood 
is designed to function within Unity, one of the most popular game 
development tools in the industry. It aims to assist game designers 
in manipulating the mood of game scenes by managing the lighting 
and post-processing properties listed in Table 1. We addressed the 
above challenges by introducing three components of LumiMood: 
1) a reference image generator that synthesizes and recommends 
designs, 2) a template scene creator that automatically adjusts the 
lighting and post-processing properties, and 3) a design step re-
caller that assists designers by providing the intermediate design 
steps. Because designers prioritize diferent challenges depending 
on their experience level, our user study involved 20 professional 
and 20 novice designers. We conducted two experiments: a scene 
replication task and mood designing task. The results suggest that 
AI-driven mood design can enhance the efciency and performance 
of mood creation in game scenes. Additionally, we analyzed the 
efect of templates in the design process. Based on the results, we 
discuss the diferences between professionals and novices working 
with CSTs. The main contributions of this study are as follows: 

• Understanding the challenges in mood design based 
on the experience level: Through a formative study with 
10 designers, we explored the signifcance and challenges of 
mood design in 3D game scenes. Our fndings reveal distinct 
challenges faced by designers, contingent on their experience 
level. 

• Development of LumiMood: We introduce LumiMood, 
a system that performs mood design within the Unity en-
gine. LumiMood automatically adjusts the lighting and post-
processing to facilitate mood creation. 

• User study with professional and novice designers: Our 
user study involving 40 designers (20 professionals and 20 
novices) provided insights into how LumiMood can enhance 
the design performance across diferent experience levels. 

• Implications for tailoring CSTs to experience level: Our 
study presents a comparison between the designers based 
on the experience level for developing CSTs incorporating 
AI features for inspiring users. We also discuss the specifc 
needs and challenges of designers with varying levels of 
expertise. 

2 RELATED WORKS 

2.1 AI-driven CSTs for automatic design 
generation 

AI models have the potential to enhance the creativity and ef-
ciency of users. Previous studies have demonstrated that AI can 
support creative tasks, such as 3D modeling [60], drawing [18], and 
coloring cartoons [77]. To generate new content, CSTs incorporate 
generative models, such as generative adversarial networks (GANs) 
or difusion models [24]. GANs and difusion models have shown 
great performance in image synthesis, and commercial services 
that support image generation, such as DALL-E [56] and Stable Dif-
fusion [58] have been developed. Combined with natural language 
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Table 1: List of properties that LumiMood automatically adjusts for designing the mood of a scene. LumiMood is implemented 
to be expandable to allow designers to add or remove specifc properties during the design process. 

Functionality Properties 

Lighting Light sources Light intensity, Light color, Light direction, Light position, Flare size, Flare tint, Surface tint 

Post-processing 

Bloom 
Channel mixer 
Chromatic aberration 
Color adjustments 
Fog 
Depth of feld 
Film grain 
Lens distortion 
Lift gamma gain 
Shadows midtones highlights 
Vignette 
White balance 

Threshold, Intensity, Tint, Scatter 
Red, Green, Blue 
Intensity 
Contrast, Color flter, Hue shift, Saturation 
Fog attenuation distance, Base height, Maximum height, Max fog distance, Albedo 
Focus distance 
Intensity, Response 
Intensity 
Lift, Gamma, Gain 
Tint, Start, End 
Color, Intensity, Smoothness 
Temperature, Tint 

processing, generative models can ofer greater creative control to 
users by including prompts [30]. By utilizing the prompts, users 
can interact with the AI models [40], simplify complex tasks [74], 
and access the AI models more easily [28]. 

Studies have proposed tools that utilize generative models com-
bined with prompting capabilities to improve the efciency of de-
signing 3D scenes. DreamFusion [52] has introduced text-based 
mesh generation, with a dedicated texture map that can also be 
guided by prompts. Similarly, the Unity engine has unveiled Muse 
& Sentis, which enable the automatic generation of 3D models and 
animations within the game engine using natural languages. Other 
tools, including face generation [25], mesh composition based on af-
fective keywords [9], and avatar generation [72], also permit users 
to edit 3D models. These tools mainly concentrate on synthesiz-
ing the meshes and textures of an object, which are the high-level 
features of visual stimuli (e.g., semantics), when constructing 3D 
scenes. Tools such as GET3D [19] enable the stylization of colors 
by creating textures but allow limited editing of low-level features, 
such as color distribution, contrast, and brightness of the entire 
scene. 

As studies have focused on automated design using generative 
models, attention has been given to fnding a balance between au-
tomation and human control. With the power of generative models, 
CSTs can ofer end-to-end automated workfows to users. Automa-
tion tools are useful in building designs with less efort, but limit 
the designer’s freedom and control over the content creation pro-
cess [26, 77]. Oh et al. proposed DuetDraw, a human–AI collabora-
tive drawing system, and reported that using AI as a supplementary 
method while guaranteeing user control can improve the usabil-
ity [48]. Conversely, abundant options and complexity associated 
with excessive control can overwhelm users [46, 48, 57]. Thus, sev-
eral studies have suggested that the balance between automation 
and control should be carefully considered when designing CSTs. 
Amershi et al. noted that because AI models can sometimes produce 
incorrect results due to the variety of options, CSTs should allow 
users to understand and control the system [4]. 

This study aims to help designers bridge the gap between abstract 
mood concepts and concrete visual representations when design-
ing the mood of a scene. In addition to developing an automated 
system for adjusting the lighting and post-processing, we created a 
visualizer that provides the intermediate steps in the design pro-
cess. The visualizer provides designers a sense of control and better 
understanding of the design process using the automation system. 

2.2 Lighting design for evoking emotions 
Lighting and post-processing are considered to set the mood of the 
scene. Lighting designers consider lighting as the primary factor 
for designing the mood of a space [37]. Cinematic designers also 
design the moods of a scene by continuously adjusting the lights [7]. 
Lighting in 3D engines adds color to a scene, infuences the appear-
ance of textures, and sets the mood [42, 65]. Post-processing is used 
for enhancing the mood of the scene. Post-processing is performed 
after rendering and can alter or enhance the atmosphere created 
by the lighting efects, ultimately changing the overall appearance 
and mood of the scene [36]. Color grading, such as lift, gamma, 
and gain, helps establish the desired mood by using diferent color 
tones to evoke diferent emotions. For instance, a warm, golden 
hue might convey nostalgia or warmth, whereas a blue or gray 
tone might evoke feelings of coldness or sadness [71]. Adjusting 
the contrast, brightness, saturation, and sharpness through post-
processing techniques can afect the mood [3]. Moreover, efects 
such as lens fare, light scattering, and shadow enhancement create 
a specifc mood or atmosphere [6]. 

The relationship between lighting and emotion is explained by 
color symbolism [47]. The light settings of a scene determine the 
shadows, highlights, and contrasts [50], and the color of the light 
source determines the overall temperature of the scene [6], thereby 
afecting human emotions. Colors are major factors in forming hu-
man emotions [13]. They infuence human afection and behavior, 
thus afecting decision-making and conversation [16]. For example, 
warm colors such as red and orange are more arousing than cool 
colors such as blue or green owing to their association with pas-
sion [43, 68]. Furthermore, the primary colors of light red, green, 



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Jeongseok Oh, Seungju Kim, and SeungJun Kim 

and blue evoke diferent emotions: disgust, neutrality, and happi-
ness, respectively [21]. 

In this study, we conducted interviews with designers to ex-
plore the methods they employ to evoke emotional responses in 
scenes. Building upon previous studies, we focused on understand-
ing how game designers specifcally design the mood of a scene. 
Additionally, we examined the process of designing the lighting 
and post-processing, as these elements are crucial in shaping the 
overall mood of a scene. Through this investigation, we aimed to 
reveal the design workfow and gain insights into the challenges 
faced by designed when designing the desired mood of a scene. 

2.3 Emotion models and visual emotion 
analysis 

To measure human emotions, categorical emotion state (CES) and 
dimensional emotion space (DES) models are introduced. The CES 
model uses a discrete number of basic emotion classes such as 
anger, disgust, fear, joy, sadness, and surprise. The CES model has 
the advantage that the represented human emotion is labeled in 
natural language (e.g., sadness, anger) to easily comprehend the 
categorized results. Popular CES models used in afective comput-
ing include Ekman [14], which classifes emotions into 6 classes of 
anger, disgust, fear, happiness, sadness, and surprise; Mikels [44], 
which classifes emotions into fear, sadness, disgust, anger, amuse-
ment, contentment, awe, and excitement; and Plutchik [51], which 
explains emotions as combinations of joy, sadness, trust, disgust, 
fear, anger, surprise, and anticipation. In contrast, the DES model 
introduces emotional dimensions: valence and arousal (VA). Va-
lence refers to the positive and negative states of emotion, whereas 
arousal refers to the intensity of excitement. Emotions are posi-
tioned on the VA plane and each emotion is scored based on valence 
and arousal [59]. 

Studies on visual emotion analysis (VEA) have presented deep 
learning-based methods to identify the features of visual stimuli 
that evoke emotions. The main challenge in VEA is overcoming 
the afective gap, which is the disparity between human emotions 
and image features [81]. To address this gap, studies have proposed 
afective image datasets for both CES and DES models. Some ex-
amples are Flickr and Instagram CES datasets based on Mikel’s 
emotion model [79] and International Afective Picture System 
(IAPS), a DES dataset with VA labels [38]. VEA studies have used 
these datasets to train AI models for extracting important features 
from the images and explain how human emotions are structured 
from the visual stimuli. 

In this study, we utilized Parrott’s emotion model [53] to train 
the reference-image-generation difusion model of LumiMood. Par-
rott’s emotion model provides three levels of emotion labels: pri-
mary, secondary, and tertiary. At the primary level, Parrott’s model 
classifes emotions as positive and negative and subdivides these 
two classes into six base emotions at the secondary level: love, joy, 
surprise, anger, sadness, and fear. At the tertiary level, the model 
further subdivides the secondary emotions into 25 fne-grained emo-
tion classes. To adopt Parrott’s emotion model, we specifcally used 
the WEBEmo dataset, the largest CES dataset [49], and generated 
captions of each image inside the dataset to use the image–caption 
pair to train the AI model. Parrott’s model allows detailed emotion 

information to be captured in the generated image caption, whereas 
other emotion models provide only one label. Further, compared 
to the DES models using VA values, using CES category names 
allows the users to direct the synthesized image with emotion key-
words [83]. 

3 FORMATIVE STUDY 
To understand how game designers create the mood of a game 
scenes, we conducted interviews with game designers. Our forma-
tive study aimed to capture the challenges involved in designing 
the moods of scenes and gain insight into how an AI-based tool 
can help overcome these challenges. We recruited 10 participants 
with at least one year of game development experience. The expe-
rience levels of the participants ranged between 1–10 years (M=4.5, 
SD=2.6). All participants reported using the Unity engine as their 
primary development environment; some had also used other pro-
grams such as Maya, Cinema 4D, and Photoshop. Table 2 provides 
detailed information about the participants. 

3.1 Interview Process 
The interviews were semi-structured and allowed both targeted 
questions and open-ended discussions. We designed the interview 
questions, shown in Table 3, to understand 1) the importance of 
mood design when creating a game, 2) actual method of designing 
the moods of game scenes, and 3) challenges in mood creation. The 
interviews lasting an average of one hour were conducted remotely. 
After the interviews, we analyzed the transcribed records using the 
refexive thematic analysis method [10]. Through the interviews, 
we established a design objective for our system to enable designers 
to resolve the challenges in mood design. 

3.2 Results: formative study 
3.2.1 Importance of mood design. The designers responded that 
designing the proper mood for 3D scenes is important in game 
development (item1 M=6.6, SD=0.663). Because the mood of a game 
scene is the main factor in shaping the player’s emotional response 
and overall game experience, the designers responded that they 
pay careful attention to designing the mood of the scene; "The 
mood of a scene can infuence players’ immersion, making it a key 
aspect of game design" (P2), "Evoking the desired emotion is especially 
important in designing virtual reality games or frst-person shooting 
games" (P1), "The frst impression regarding the game is strongly 
correlated with the mood of the scene and afects all subsequent user 
experiences" (P6). The participants also highlighted the importance 
of a more meticulous mood design to ensure the development of a 
high-quality game; "Matching the desired atmosphere and emotions 
in a scene with the initial concept of the game infuences the overall 
completeness of the game" (P3), "Game players are more infuenced 
by the game’s mood than by the technological completeness of the 
game" (P4). 

3.2.2 Lighting and post-processing as tools for mood design. We 
investigated the methods used by designers to create the mood of a 
scene. Through observations, we found that the participants primar-
ily used two functionalities to create the mood: lighting and post-
processing. All participants reported using lighting to express the 
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Table 2: Participant details for the formative study. Each participant had at least 1 year of experience in game development 
using Unity engine. 

ID Age Gender Key responsibilities Experience Programming skills 

P1 34 Male Virtual reality scene design 10 years Unity engine 
P2 26 Male Game level design 6 years Unity engine, Maya 
P3 25 Female 3D modeling 6 years Unity engine, Rhino, Photoshop 
P4 25 Male Overall game development 3 years Unity engine 
P5 22 Female Game scene design 1 year Unity engine 
P6 23 Male 3D environment design 5 years Unity engine 
P7 25 Female 3D motion graphics design 5 years Unity engine, Cinema 4D, Octane 
P8 23 Male Overall game development 4 years Unity engine 
P9 24 Female Virtual reality content development 4 years Unity engine 
P10 23 Female Game scene design and programming 1 year Unity engine 

Table 3: Questions asked in the formative study. Further ques-
tions were asked based on the answers of the participants. 

Item Question Answer Type 

1 

2 

(Importance of mood design) How im-
portant is it to design the mood of a 
game scene? 
(Design methods & workfow) How do 
you typically design the mood of a 
scene? 

Likert(1-7), 
Open-Ended 

Open-Ended 

3 
(Challenges in mood design) What is the 
most challenging part of designing the 
mood of a scene in the entire workfow? 

Open-Ended 

mood of a scene. Moreover, most participants reported using post-
processing to adjust low-level features, such as color distribution, 
contrast, and brightness. We discovered that designers have limited 
freedom in designing a mood with high-level semantic features 
because the features must be consistent with the game’s concept 
and level of design (e.g., designers cannot place car objects when 
designing a medieval fantasy game); "Lighting and post-processing 
are the most frequently used functions when designing the mood of a 
game. A mesh or texture is less used because it must strictly follow the 
game concept" (P2), "Diferent moods can be directed with diferent 
lighting settings within the same meshes and textures" (P7). 

In our interviews, we explored how designers employ lighting 
and post-processing to establish the desired mood in a 3D scene. The 
participants indicated that the colors set by the lighting and post-
processing afect the mood of the scene. Designers typically adjust 
the properties of lighting and post-processing concurrently, with a 
tendency to prioritize the lighting adjustments before addressing 
the post-processing properties. This preference stems from the 
predominant use of post-processing to enhance the fnal aesthetics 
of the scene. Designers initiate mood construction by confguring 
the lighting properties frst; "The position and direction of the light 
sources determine the bright and dark areas, shaping the overall mood 
of the scene" (P10), "The orange color of the light makes the scene warm 
and calm" (P1, P3), "When expressing the concrete texture of a building, 
using blue light can create a colder feeling" (P4). Post-processing is 

used to enrich the atmosphere or generate an ambiance that lighting 
alone cannot achieve, by incorporating special efects; "The vignette 
efect produces a nostalgic mood, guiding players’ focus to the center 
of the screen" (P7), "A warm feeling in the scene is easily created by 
increasing the temperature property in the white balance efect" (P8), 
"Post-processing is responsible for rendering the scene more realistic 
and engaging. For instance, bloom efects are commonly employed for 
refective materials to enhance their shininess" (P6). 

3.2.3 Design workflow. In the formative study, we asked design-
ers about their workfow for designing the mood of a scene. We 
found that participants iteratively improve their designs by repeat-
ing ideation, implementation, and evaluation until they achieve a 
satisfactory scene design. This observation aligns with a previous 
study that suggests lighting design requires a trial-and-error pro-
cess [29]. In the ideation stage, designers frst identify the visual 
representations of a specifc mood. They either conceive the design 
themselves (P8, P10), follow art theories (P1, P3), or search for refer-
ence images (P1-P7, P9) to help envision the desired mood imagery. 
Next, the designers adjust their scene to achieve a satisfying result 
that matches their envisioned imagery (P1-P10). This iterative pro-
cess involves adjusting the lighting and post-processing properties, 
such as the position and color of light sources. Finally, they evaluate 
the resulting design outcome and continue modifying their scene 
design until they achieve a satisfying mood design. At this stage, 
the designers self-evaluate their work (P2-P5, P7, P9, P10) or ask 
for feedback from others (P1, P6, P8). We set this iterative design 
workfow as the baseline for our study. 

3.2.4 Challenges in mood design. Most designers described mood 
designing as challenging, requiring a deep understanding of both 
the game engine and visual aesthetics. By analyzing the interview 
results, we observed three major challenges in designing the mood 
of a scene. These challenges arise when the designer translates 
abstract mood concepts into concrete understanding (Figure 2). 

• Challenge1: Translating abstract mood concepts into 
visual representations. In the formative study, participants 
noted that mood designing is creatively demanding. Because 
mood concepts do not have specifc shapes, envisioning the 
actual visual representation of a mood requires translating 
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Figure 2: Designers translate abstract concepts into concrete ones. Challenges arise in each translation. 

the abstract concepts into actual visual representations; "De-
signing the mood is more challenging than designing 3D ob-
jects, as the mood lacks a specifc shape" (P2), "Envisioning 
the appropriate mood for a given scene is difcult. Finding 
suitable reference images that ft my case is also challenging" 
(P6), "When trying to create a scary atmosphere, besides sim-
ply darkening the scene, I am unsure about the specifc design 
elements I should use" (P9). 

• Challenge2: Connecting visual representations to prop-
erty values. Designers follow a trial-and-error process to 
create the visual representation of a scene. To determine 
the precise property value to make the scene resemble the 
envisioned imagery, designers need to set an initial value, 
evaluate its alignment with their intended imagery, and then 
repeat the process of adjusting the value until they iden-
tify the optimal setting that closely matches their desired 
visual representation. This iteration process is considered 
labor-intensive and difcult to adopt, as the designers have 
to adjust and evaluate their intermediate design outcome 
constantly; "I have to set the properties of lighting and post-
processing until I get a satisfactory result. This takes so much 
time" (P8), "There are many properties that afect the visual 
aesthetics of the scene. I have to tweak all of them until I get a 
satisfactory result" (P10). 

• Challenge3: Associating the property settings with de-
sign outcome. To achieve successful design, designers need 
a comprehensive understanding of how each property af-
fects the diferent parts of the scene. This understanding 
necessitates interpreting the algorithms behind the lighting 
and post-processing efects. Consequently, designers fnd 
it difcult to select the appropriate properties to adjust to 
achieve their desired outcome during the design process. 
Hence, the designers reported that they use only the prop-
erties they understand; "Even experienced designers have a 
hard time understanding what will happen when they change 
certain parameters" (P1), "Most designers around me do not 
understand the exact functionalities of each parameter. I too 
use only a few functionalities that I fully understand" (P5). 

3.3 Discussion: formative study 
From the formative study, we discovered three challenges designers 
face when creating the mood of a scene. We analyzed the interview 

results by grouping the participants according to their experience 
level to see how the challenges difer based on the experience level. 

3.3.1 Prioritization of challenges difers with experience level. As the 
accumulation of experience is the main source of development of ex-
pertise [12], we categorized the participants into two groups accord-
ing to the experience level. We assigned participants with at least 
5 years of game development experience to the high-experience 
group and those with less than fve years of experience to the low-
experience group, thereby dividing the participants into the top 
50% and bottom 50%. Thus, each group comprised fve participants. 
We analyzed our interview results for both the high-experience 
group (P1, P2, P3, P6, P7 ) and low-experience group (P4, P5, P8, P9, 
P10). 

We identifed that the order of prioritization of the importance of 
the three challenges mentioned above difered between the groups. 
Challenge1, the challenge of translating abstract mood concepts into 
visual representations, was the major issue for the high-experience 
group because they considered the issue of abstractness of the mood 
concepts more challenging than Challenge2 or Challenge3; "Getting 
the inspiration for the design is the most time-consuming part." (P7). 
The low-experience group was mostly concerned with Challenge2, 
as the most frequently mentioned challenge was the burden of 
iterating during the design workfow; "Designing with the actual 
properties is the hardest part, as it requires intensive iteration." (P9), 
"I often get lost while setting the properties." (P8). Both groups con-
sistently reported facing Challenge3 each time they had to identify 
the property to modify. 

Our fndings regarding the prioritization of challenges based on 
the experience level align closely with previous studies. Ahmed et 
al. observed a similar pattern among experienced and novice design-
ers, where professionals perform a preliminary evaluation of the 
ideation results while novices directly implement their designs [2]. 
This evaluation stage performed by experienced designers makes it 
difcult to solve Challenge1, which involves translating abstract 
mood concepts into concrete visual representations. Additionally, 
Cross et al. noted that experts attempt to frame the overall problem 
at the beginning of the design process [12], making the abstractness 
of mood concepts challenging for the high-experience group. In 
contrary, novices found Challenge2, the trial-and-error process, 
to be the hardest. A previous study indicated that because novice 
designers lack sufcient experience to evaluate the intermediate 
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processes, improving the design quality through iteration is chal-
lenging for them [2]. Thus, Challenge2 was the most signifcant 
problem for the low-experience group. 

3.3.2 Design objectives. To address the challenges, we present Lu-
miMood, an AI-driven CST for mood design of a 3D scene. We 
identifed the following design objectives: 

• Support bridging between abstract mood concepts and 
their concrete visual representations (Challenge1). De-
signers struggle with transforming the abstract concepts of 
mood designs into concrete visual elements. Providing refer-
ence images to guide mood design can provide inspiration 
and relieve ambiguity in envisioning the scene. 

• Support workfow for efciency in adjusting and eval-
uating the designed scene (Challenge2). The designers 
have to adopt a trial-and-error process for setting the lighting 
and post-processing properties, which is labor-intensive and 
time-consuming. Generating templates for lighting and post-
processing properties would decrease the workload and time 
consumption of the design process by allowing the designers 
to develop their design from a roughly adjusted scene. 

• Support guides for better understanding and control of 
lighting and post-processing properties (Challenge3). 
Designers have reported difculty in selecting the appro-
priate properties of the lighting and post-processing efects 
to achieve the desired outcome during the design process. 
By viewing the intermediate stages that show how the ap-
pearance of a scene changes when certain properties are 
modifed, designers can better understand the efect of each 
lighting and post-processing property. 

4 LUMIMOOD 

4.1 System overview and LumiMood workfow 
LumiMood is an automatic mood design tool for 3D scenes, which 
works within the Unity engine. It adjusts the lighting and post-
processing efects to design the mood of a given 3D scene to achieve 
the desired emotional efect on game players. We added material 
tint as a lighting property when LumiMood is used to adjust a 
scene. To address the three challenges observed in our formative 
study, LumiMood includes three main components: a reference 
image generator (Generator), template scene creator (Creator), and 
design step recaller (Recaller). The Generator addresses Challenge1, 
which arises from the abstractness of mood concepts. It is a fne-
tuned difusion-based model that synthesizes afective images for 
a given emotion class and can be used as a reference image for 
designing. The Creator addresses Challenge2, which arises from the 
labor-intensive trial-and-error design process. It creates a template 
scene that resembles the reference afective image synthesized 
by the Generator to the extent possible. The Recaller addresses 
Challenge3, which relates to the selection of properties to modify 
for incorporating the desired mood into the design. It provides the 
intermediate steps in LumiMood’s design process, thus enhancing 
the designer’s understanding of the efects of each lighting and post-
processing property while ofering control over the entire design 
workfow. Designers can use LumiMood to generate template scene 
designs and develop their designs based on the template scenes 

Figure 3: Overall framework of LumiMood. LumiMood uses 
the current scene as input to generate the mood design. When 
requested by the designer, LumiMood synthesizes images 
that can be used as reference images. The designer can then 
generate the template scene with the Creator, which automat-
ically adjusts the lighting and post-processing to make the 
scene resemble the reference image. Once the template scene 
is generated, the designer can traverse through LumiMood’s 
intermediate design steps using the Recaller. 

Figure 4: A brief schematic of the Generator. The Generator 
receives a prompt about the mood that the designer wants to 
convey in the current scene and synthesizes an image that 
the designer can use as reference. 

suggested by LumiMood. The three components of LumiMood are 
integrated with the Unity engine, as shown in Figure 3. 

4.2 Generator: Synthesizing the reference 
images 

The frst component of our system is the Generator, an AI model 
that synthesizes the reference afective images based on the emo-
tions provided as keywords. The Generator addresses Challenge1, 
where designers struggle with the abstractness of mood concepts. 
As shown in Figure 4, the Generator receives the image of the 
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Figure 5: Example of images synthesized by the Generator. The images were synthesized using basic keywords of emotion 
classes: love, joy, surprise, sadness, anger, and fear. 

current scene and a natural language prompt that describes the 
desired mood that the designer aims to create. Subsequently, it 
generates specifc mood designs that evoke the intended emotion 
through image-to-image translation. Figure 5 shows the examples 
of translated images generated based on an input image and basic 
keywords comprising emotion classes, such as love, joy, surprise, 
sadness, and fear. 

4.2.1 Image generation model. We frst trained the difusion model 
using the WEBEmo dataset, which is based on Parrott’s emotion 
model. To train the Generator, we generated a caption contain-
ing emotion keywords for each image in the dataset and fne-
tuned the difusion model using image–caption pairs. Captions 
were generated using ClipClap [45], which leverages CLIP [54] and 
GPT [55] for generating natural language captions. Each image in 
the WEBEmo dataset was captioned, and the resulting descriptions 
were concatenated with three levels of image classes corresponding 
to the hierarchical classifcation of emotions in Parrott’s model. 
For example, when captioning an image with the base class "love," 
we added the corresponding 2-class primary class "positive" and 
25-class fne-grained tertiary information. When generating the 
images, the difusion model used the given emotion class as a posi-
tive prompt and other emotion classes as negative prompts. This 
approach allowed the model to generate images that aligned with 
the desired emotion. 

4.2.2 Prompting. The Generator is fne-tuned using the image– 
caption pair data, allowing it to guide the image synthesis using 
natural language prompts. We designed a UI element as an add-
on inside the Unity engine, making it easy for designers to type 
prompts directly into the engine. When a designer requests refer-
ence images, the typed prompt is sent to the Generator backend, 
which begins synthesizing the translated images. Because the Gen-
erator is optimized based on the difusion network pre-trained on 
the LAION dataset [61], the resulting image typically retains the 
semantic meaning of the input. However, in specifc instances, the 
model may not accurately preserve the semantic meaning (e.g., 
coloring the sea as red). To mitigate this, we designed LumiMood to 

Figure 6: A brief schematic of the Creator. The Creator re-
ceives a reference image and adjusts the lighting and post-
processing properties to create a template scene that resem-
bles the reference image. 

generate four afective images for each synthesis request; these im-
ages are subsequently displayed in the add-on window. Designers 
can select an image or modify the prompt to regenerate the images 
if none of the four images is suitable. After selecting an image and 
proceeding to template creation, the Creator is triggered. Using 
the selected image as the ground truth, the Creator automatically 
adjusts the lighting and post-processing properties. 

4.3 Creator: Adjusting the lighting and 
post-processing properties 

The second component of LumiMood is the Creator, which was 
designed to resolve Challenge2. This challenge involves the labor-
intensive baseline workfow required to connect visual represen-
tations to actual property values. The Creator adjusts the lighting 
and post-processing to stylize the low-level features of the scene, 
such as color distribution, contrast, and brightness, to evoke the 
desired emotions in the game players. It takes the reference image 
synthesized by the Generator as the input and outputs a template 
scene that appears as similar as possible to the reference image. 
Figure 6 demonstrates the operation of the Creator, and Figure 7 
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Figure 7: Example images of the created template scenes of the Creator. The template scenes are created based on the given 
initial scene by adjusting the lighting and post-processing to resemble the reference image, which were synthesized by the 
Generator. 

Figure 8: Grid search algorithm implemented in the Creator. 
The algorithm continuously searches for better property 
values that resemble the reference image obtained from the 
Generator. 

shows the examples of template scenes created using the reference 
images synthesized by the Generator. 

4.3.1 Template creation algorithm. The Creator works by reducing 
the disparity between the current scene and a reference image, 
ultimately creating a template scene that closely resembles the ref-
erence image. We used a mean squared error (MSE) function to 
quantify the diference and implemented an optimization algorithm 
to lower the MSE between the scene and reference image by adjust-
ing the lighting and post-processing properties. The lighting and 
post-processing adjustment process can be defned as follows: 

� �∑ 1 
p = arg min (��,p′ − ��,�� )2 , (1)

p′ � � 
�=0 

where ��� is the reference image, �p′ is the rendered image of the 
game scene projected onto the main camera with the lighting and 

post-processing properties of p′, and � and � are the width and 
height of the reference image, respectively. The equation for the 
optimized property p cannot be solved mathematically because 
formulating the rendered image �p in terms of p requires prior 
knowledge of the relationship between the properties and appear-
ance of the resulting scene [41]. Therefore, we implemented the 
grid search algorithm to computationally determine the values of p 
that would eventually evoke the desired emotions. Figure 8 depicts 
the grid search algorithm. The algorithm traverses the property 
space and determines the values of p. The algorithm is structured 
as follows: 

(1) Initialization. The template creation algorithm begins by 
aggregating all lighting and post-processing properties in 
the game scene. It then stores all initial properties as p, con-
sisting of p� for lighting and p� for post-processing. These 
represent the initial vectors for lighting and post-processing, 
respectively. 

(2) Grid search. The algorithm explores the property space 
for a total of � iterations. At the start of each iteration, the 
properties within p� and p� are randomly shufed. Each 
iteration comprises a lighting optimization phase followed 
by a post-processing optimization phase. The grid search 
algorithm frst optimizes the values of the lighting properties 
before optimizing the post-processing values. This ordering 
is deliberate, as the objective of post-processing is to enhance 
the lighting results. 

(3) Lighting optimization At each iteration, the algorithm 
sequentially changes an element ��,� of vector p� by adding 
a step value �� . The step value �� is determined by the grid 
resolution �, which can be set by the users. For instance, 
if the user sets � to 20, the �� of the hue value of the light 
would be 0.05, as the red value ranges from 0 to 1. After 
changing the value of ��,� , the algorithm renders the scene 
and compares it with ��� using the MSE metric, searching 
for p� ′ that satisfes ���p� > ���p� ′. Whenever a value is 
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Figure 9: A brief schematic of the Recaller. The Recaller back-
traces the steps of the Creator and depicts the changes in the 
scene caused by a change in a property. 

changed, it is recorded in a stack memory to allow for the 
recalling of the property values. 

(4) Post-processing optimization After optimizing the light-
ing, the algorithm proceeds to refne the values of the vector 
p� using the same grid search algorithm. The updated vec-
tors, p� ′ and p� ′, collectively form p′, which denotes the 
entire updated property vector derived through the grid 
search algorithm. 

(5) Random traversal Following the calculation of p′, the al-
gorithm compares it with p. If p and p′ are identical after 
the grid search, the p′ vector either represents the global 
optimum or has converged to a local optimum. To validate 
the result, the algorithm randomly adds or subtracts 12 �� to 
or from an element in the p′ vector and repeats step (2) with 
additional � iterations. If the MSE decreases within � itera-
tions, the algorithm continues running. If not, it reverts to 
the p′ state. The algorithm terminates when it cannot fnd a 
better value after the random traversal or after � iterations. 

Users can set the values for � and �. A higher � and � would 
enhance the resemblance between the template scene and reference 
image but with high computation time. 

4.4 Recaller: Display of intermediate steps 
The third component of LumiMood is the Recaller, which is de-
signed to resolve Challenge3. This challenge arises owing to prop-
erties that are difcult to understand. Previous studies have shown 
that providing an intermediate step can increase the designer’s 
control and understanding of the entire design workfow, thus im-
proving the user experience [77]. After the Creator adjusts the 
lighting and post-processing, the Recaller retraces the Creator’s 
design process and computes the efect of each property on the 
template scene design. Users can use this information to track the 
change in each property and create the desired template scene. 
Thus, the Recaller ofers designers greater control and comprehen-
sion of the results of each property change. Figure 9 depicts the 
Recaller. 

4.4.1 Property visualizer. The Recaller automatically collects the 
properties related to lighting and post-processing and presents 
them in the property visualizer as a shortcut. The Recaller uses 
this property visualizer window to describe the design steps of 
the Creator, highlighting the changed lighting and post-processing 
properties in the intermediate design steps. 

4.4.2 Recall algorithm. After the Creator modifes the lighting and 
post-processing properties of the template scene in N iterations, 
the Recaller calculates and sorts the most infuential properties. As 
shown in Figure 9, when the designer recalls the previous design 
steps, the Recaller demonstrates the changes in the scene in the 
order of the most infuential properties. When the Creator adjusts 
the given scene, the lighting and post-processing properties are 
recorded for every iteration. Using this record, LumiMood calculates 
the impact score of each property on the adjusted template by 
calculating the average value of the changes in the MSE made by 
each property over � iterations. ∑ 

������ (�� ) = 
1 � 

(���p�−1 
− ���p�−1+e� �� ) (2)

� 
�=1 

Equation 2 represents the extent to which each property has afected 
the appearance of a scene. In this equation, ��−1 is the property 
vector on the �th iteration and e� is a unit vector with all zero 
elements except for the �th element, which is set to 1. Thus, p�−1 + 
e� �� represents the property vector at the �−1th iteration, except for 
the �th element, which corresponds to the value of the �th property. 
The system sorts each property according to its impact score. When 
the user revisits the design process of the algorithm, the system 
displays the results step-by-step, starting from the frst element in 
the sorted properties. 

5 USER STUDY 
The user study consisted of two tasks to confrm the efectiveness 
of LumiMood: Task1 (T1), which requires replicating a scene, and 
Task2 (T2), which requires designing a mood. These tasks were in-
spired by a study conducted by Karlik et al. [29], which introduced 
a matching task for replicating the lighting of a given scene and an 
open-ended task for freely designing the lighting of a given scene. 
We compared two workfow conditions—the baseline workfow 
used in the formative study and the LumiMood workfow where 
designers use LumiMood for designing—through T1 and T2. The 
goal of T1 was to observe how LumiMood streamlines the baseline 
workfow (Challenge2) and provides a better understanding of the 
lighting and post-processing properties (Challenge3). T2 was de-
signed to determine how well the designers were able to design 
their scenes to evoke the desired emotions in users (Challenge1). 
Through T1 and T2, we verifed how LumiMood supported both 
professionals and novices in their mood design workfows. Figure 
10 depicts the overall fow of the user study. 

5.1 Participants 
In the formative study, we discovered that the major challenges 
faced by game designers vary depending on their level of experience. 
Therefore, we conducted a user study with 40 game designers, 
consisting of 20 females and 20 males, including 20 professionals (11 
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Figure 10: Flowchart of the user study. We conducted two 
tasks: scene replication task (T1) and mood designing task 
(T2). 

females and 9 males) and 20 novices (9 females and 11 males). None 
of the designers participating in the formative study was included 
in the user study and vice versa. The professional game designers 
had at least fve years of experience in the game development 
industry, whereas novice game designers had less experience. Note 
that the criteria for professionals were the same as those for the 
high-experience group in the formative study, and the criteria for 
novices were the same as those for the low-experience group. All 
participants were required to have experience in using the Unity 
engine. The participants were remotely connected to a PC prepared 
by us in the lab, where they completed the design tasks. Before 
beginning the user study, the participants were asked to provide 
personal information, such as age, gender, and experience in game 
development. 

5.2 T1: Scene Replication Task 
The frst task involved replicating a scene. The participants were 
instructed to design an initial scene (Figure 11-left) that closely re-
sembled the target scene (Figure 11-right). T1 was designed to eval-
uate the efectiveness of LumiMood in resolving Challenge2, which 
relates to the labor-intensive baseline workfow, by streamlining 
the design process using LumiMood. T1 also addressed Challenge3, 
which arises from the ambiguity in selecting the properties to ap-
ply to the design. The designers created the scenes using both the 
baseline and LumiMood workfows. Thus, they designed the same 
scene twice. The order of the two workfows was counterbalanced 
to prevent learning efects. We evaluated the performance of each 
designer based on the design time and quality of the replication 
results. In T1, all designers were tasked with designing the same 
scene. This allowed for a direct comparison of the designers’ work-
fows and understanding of lighting and post-processing properties 
when using the baseline workfow versus LumiMood. In the T1 
questionnaire, the participants were asked about their perceived 
difculty, satisfaction with the design outcome, and understanding 
of the properties. 

5.2.1 Procedure. The task T1 is depicted in Figure 11. The partici-
pants were shown an image of the target scene and asked to modify 
a given initial scene in Unity engine to closely resemble the target 
scene. The target scene was generated by randomly selecting the 
lighting and post-processing properties; therefore, the Generator 
in LumiMood was not used in this task. The procedure for T1 is as 
follows: 

Figure 11: Task 1 involved replicating a scene. Participants 
were tasked with designing the mood of the initial scene 
to match the target scene, which was fxed. As a result, all 
designers had to design the initial scene in the same style to 
achieve this goal. 

• Step1. The participants were informed about the task and 
LumiMood. 

• Step2. The participants were given 10 min to familiarize 
themselves with the Unity project and UI of LumiMood. 

• Step3. The participants designed the scene using two work-
fows —baseline and LumiMood—in counterbalanced order 
within 10 min. 

• Step4. The participants answered a questionnaire shown in 
Table 4 after each task. 

5.2.2 Qestionnaire and interview. After each workfow, the 
participants were asked to complete the questionnaire shown in 
Table 4. The questionnaire aimed to assess qualitative results, such 
as the perceived difculty of the task (Item 1), satisfaction with 
the design outcome (Item 2), and level of understanding of lighting 
and post-processing properties (Item 3). After completing T1, we 
interviewed the participants to investigate how the use of Lumi-
Mood afected their perceived difculty, satisfaction with the design 
outcome, and understanding of properties when compared with 
the baseline workfow. 

Table 4: T1 questionnaire. Participants were asked about the 
perceived difculty, satisfaction with the design outcome, 
and satisfaction with the workfow. 

Item Questionnaire Answer Type 

1 (Perceived Difculty) It was challeng-
ing to modify the scene to resemble the 
target scene. 

Likert (1-7) 

2 (Outcome Satisfaction) I am satisfed 
with the quality of the design outcome 
that I created. 

Likert (1-7) 

3 (Property Understanding) I was able un-
derstand the efect of each property on 
the design outcome. 

Likert (1-7) 

5.2.3 T1: Results. In T1, we observed the design precision, de-
sign time, and mouse/keyboard interaction counts as the quantita-
tive measures. Design precision was measured by calculating the 
distance between the target scene and fnal designed scene. We 
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Figure 12: Questionnaire results for T1: (a) Quantitative results for design time (in seconds) and interaction counts. (b) Mean 
Squared Error (MSE) values of the design results. (c) Questionnaire results for perceived difculty and satisfaction with design 
outcome and workfow among professionals. (d) Questionnaire results for perceived difculty and satisfaction with design 
outcome and workfow among novices. Signifcance levels are indicated: *p<0.05, **p<0.01, ***p<0.001. 

compared the performances and questionnaire results of the partic-
ipants for the baseline and LumiMood workfows. The results are 
depicted in Figure 12 and the statistics are reported in Table 5. 

Faster design, fewer interactions. Both professional and novice 
participants exhibited faster design times and fewer interaction 
counts. To assess the time performance, we measured the time used 
by the designers to complete the task, allowing a maximum time 
of 10 min. Because the design time and interaction counts passed 
the skewness and kurtosis normality tests [34], we performed a 
paired t-test to verify the efect of LumiMood in comparison with 
that of the baseline. The results are shown in Figure 12-(a). When 
compared with the baseline results, both professionals and novices 
showed a signifcant decrease in the design time and interactions 
counts. This demonstrates that LumiMood can enhance the design 
efciency in reaching the fnal design outcome. 

Higher precision on design results. Both professional and 
novice participants could realize a design closer to the target scene. 
The design accuracy was measured using the MSE metric between 
the target scene and fnal design outcome. We used a paired t-test 
to compare the distributions within each group. The result is shown 
in Figure 12-(b). When compared with the MSE for the baseline re-
sults, both professionals and novices showed a signifcant decrease 
in the MSE of the LumiMood results. Thus, LumiMood enhanced 
their ability to design scenes closely resembling the target scene, 
thereby improving the design performance of both groups. We also 
compared the MSE results between the professionals and novices 
using a two-way repeated measures ANOVA. Before using Lumi-
Mood, novices had a signifcantly higher MSE than professionals 
(�ℎ���=0.026). However, no signifcant diferences were observed 
after using LumiMood (�ℎ��� =0.715). Without LumiMood, the de-
signs created by the novices were noticeably less similar to the 
target scene than those created by the professionals were. However, 
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Table 5: Statistical results of T1. Signifcance levels are indicated: *p<0.05, **p<0.01, ***p<0.001. 

Fig12-(a)(b) 
Design Time 

Professionals 
Interaction Count Design Precision 

Baseline LumiMood Baseline LumiMood Baseline LumiMood 

Statistics M=423.13 
SD=129.12 

M=317.48 
SD=100.79 

M=891.05 
SD=369.97 

M=457.05 
SD=281.59 

M=97.93 
SD=12.84 

M=75.74 
SD=16.24 

Signifcance t(19)=4.54, p<0.001*** t(19)=6.40, p<0.001*** t(19)=3.96, p=0.001** 

Fig12-(a)(b) 
Design Time 

Novices 
Interaction Count Design Precision 

Baseline LumiMood Baseline LumiMood Baseline LumiMood 

Statistics M=356.45 
SD=43.93 

M=265.94 
SD=92.65 

M=782.75 
SD=309.12 

M=379.90 
SD=240.95 

M=108.88 
SD=7.34 

M=77.28 
SD=19.14 

Signifcance t(19)=5.05, p<0.001*** t(19)=6.94, p<0.001*** t(19)=6.58, p<0.001*** 

Fig12-(c) 
Perceived Difculty 

Professionals 
Outcome Satisfaction Property Understanding 

Baseline LumiMood Baseline LumiMood Baseline LumiMood 

Statistics Mdn=6.00, Mo=6.00 
Q1=5.75, Q3=6.25 

Mdn=3.00, Mo=2.00 
Q1=2.00, Q3=5.00 

Mdn=2.00, Mo=1.00 
Q1=1.00, Q3=2.25 

Mdn=5.00, Mo=5.00 
Q1=3.75, Q3=6.00 

Mdn=5.00, Mo=4.00 
Q1=4.00, Q3=6.00 

Mdn=6.00, Mo=5.00 
Q1=5.00, Q3=6.00 

Signifcance Z=-3.38, p<0.001*** Z=3.55, p<0.001*** Z=2.05, p=0.042* 

Fig12-(d) 
Perceived Difculty 

Novices 
Outcome Satisfaction Property Understanding 

Baseline LumiMood Baseline LumiMood Baseline LumiMood 

Statistics Mdn=6.50, Mo=3.00 
Q1=6.00, Q3=7.00 

Mdn=4.00, Mo=3.00 
Q1=3.00, Q3=6.00 

Mdn=2.50, Mo=2.00 
Q1=2.00, Q3=4.25 

Mdn=5.00, Mo=5.00 
Q1=3.00, Q3=6.00 

Mdn=5.00, Mo=5.00 
Q1=3.00, Q3=5.25 

Mdn=5.00, Mo=6.00 
Q1=3.00, Q3=6.00 

Signifcance Z=-3.50, p<0.001*** Z=2.82, p=0.005** Z=-0.35, p=0.749 

Fig13 Professionals Novices 
Modifed Properties Modifed Properties 

Baseline LumiMood Baseline LumiMood 

Statistics M=20.15 
SD=4.67 

M=22.80 
SD=5.68 

M=18.55 
SD=6.08 

M=20.05 
SD=5.21 

Signifcance t(19)=-3.46, p=0.003** t(19)=-1.58, p=0.130 

Figure 13: Number of properties modifed by the designers to 
create the fnal design outcome; *p<0.05, **p<0.01, ***p<0.001. 

LumiMood enabled them to design at a level similar to that of pro-
fessionals. This indicates that using the LumiMood workfow can 

beneft both professionals and novices in their design performance, 
specifcally in terms of precision when referencing an image. 

Lower difculty, higher outcome satisfaction. Both profes-
sional and novice participants reported that designing with Lumi-
Mood was easier and the design outcomes were more satisfactory. 
We collected data on the perceived task difculty, design outcome 
satisfaction, and understanding of a property using a questionnaire. 
We conducted a Wilcoxon signed-rank test to observe the efect 
of LumiMood on the perceived experience of the designers. The 
results of the professionals are shown in Figure 12-(c), whereas 
those of novices are shown in Figure 12-(d). When professionals 
used LumiMood, we observed signifcant improvements in the per-
ceived difculty, outcome satisfaction, and understanding of design 
properties when compared with the baseline results. We observed 
similar trends for novices, where the results of LumiMood exhibited 
signifcantly improved perceived difculty and outcome satisfaction 
when compared with the baseline results. We found no signifcant 
diference in the understanding of a property between the baseline 
and LumiMood. These results indicate that LumiMood reduced the 
perceived task difculty for both professionals and novices while 
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increasing their satisfaction with the design outcome and workfow. 
Only professionals benefted from the intermediate step informa-
tion provided to better understand the changes corresponding to 
each property. 

5.2.4 T1: Further observations. The results from T1 indicated 
that professional designers demonstrated enhanced understanding 
of lighting and post-processing properties when using LumiMood. 
No signifcant diference was found regarding the understanding of 
the properties in the questionnaire results of the novices. Therefore, 
we analyzed the design processes of both professionals and novices 
to observe their interpretation of the properties. Specifcally, we 
examined the number of properties actively manipulated by the 
designers while creating their scenes. Because the target scene in 
T1 was fxed, we could compare the properties utilized before and 
after using LumiMood. 

Learning how to use the properties. After using LumiMood, 
we observed that professionals were able to utilize a greater number 
of properties to achieve their goals. We observed the number of 
properties that designers used to create their fnal design outcomes. 
For the baseline workfow, we counted the properties changed at 
least once during the design process. For the LumiMood workfow, 
we excluded cases where a property modifed by the Creator was 
later reset to its initial values, as it cannot be assumed that the 
designer understands the property well enough to create a new de-
sign. The results are shown in Figure 13. When compared with the 
baseline workfow, professionals tended to adjust a greater number 
of properties when using LumiMood. For novices, no signifcant 
diference was found in the number of properties used with Lumi-
Mood. This indicates that by using the Recaller, professionals were 
able to utilize a greater number of properties to achieve a design 
resembling the given target scene. This aligns with the question-
naire results, as novices reported no change in their understanding 
of the properties. 

5.3 T2: Mood designing task 
The second task was the mood designing task. In this task, the 
participants were instructed to freely design the mood of an initial 
scene to evoke the target emotion in the game players. The goal of 
this experiment was to observe how LumiMood resolves Challenge1, 
where designers had difculty envisioning the abstract concepts of 
moods that evoke certain emotions in game players. 

Figure 14: In task T2, participants were instructed to design 
the mood of the initial scene to evoke a specifc emotional 
response from viewers. 

5.3.1 Procedure. In this task, the participants were asked to de-
sign the mood of the initial scene depicted in Figure 14. The goal 
was to eventually evoke the given emotion keyword in viewers. Six 
emotion keywords based on Parrott’s model were provided, and the 
participants conducted mood designing 12 times (6 emotion key-
words × 2 workfows). The tasks were presented in a balanced Latin 
square order, with each task lasting up to 10 min. The participants 
were allowed to search the internet during this task. 

• Step1. The participants were informed about the task and 
LumiMood. 

• Step2. The participants were given 10 min to familiarize 
themselves with the Unity project and UI of LumiMood. The 
Unity project was diferent from that used in T1. 

• Step3. Six emotion keywords were presented and the partic-
ipants were asked to design the appropriate mood to evoke 
the given emotion. 

• Step4. The participants answered a questionnaire shown in 
Table 6 after completing each task. 

5.3.2 Qestionnaire and interview. After each task, the par-
ticipants completed a questionnaire designed to obtain qualitative 
results. The questionnaire included items such as satisfaction with 
Generator (Item1), Creator (Item2), and Recaller (Item3), as well 
as self-evaluation of the design outcome and workfow satisfac-
tion (Item4 and Item5). Items 1, 2, and 3 were not asked when the 
participants used the baseline workfow. After completing T2, we 
interviewed the participants to obtain their opinions regarding Lu-
miMood in comparison with the baseline workfow. Furthermore, 
we requested that the participants rank the Generator, Creator, and 
Recaller in the order of their preference. 

5.3.3 T2: Results. We analyzed how LumiMood resolved Chal-
lenge1, which arises when translating the abstract concepts of 
moods into concrete visual representations through the observa-
tion of qualitative measures. The results are depicted in Figure 16 
and the statistics are reported in Table 7. 

Performance specifcations of LumiMood workflow. From 
the template creation algorithm discussed in section 4.3.1, we con-
fgured the number of iterations � to 4 and the search resolution 
� to 10 to expedite template creation. On a PC with an i7-10700 
CPU and RTX 2080 GPU, the average time for the Generator to 
produce the reference image was 9.00 s (SD=1.93), whereas the Cre-
ator required 19.85 s (SD=1.80) to return the template scene. As the 
Creator relies on a grid search algorithm with randomness, it may 
occasionally create template scenes that deviate from the reference 
images (e.g., the algorithm may diverge, resulting in a completely 
white scene). After each use of LumiMood, we posed a simple ques-
tion to the designers: whether the fnal template scene created by 
LumiMood appeared similar to the reference image. Out of 240 
LumiMood design cases (40 designers × 6 emotions), the template 
scene resembled the reference image in 211 cases (87.92%). Figure 
15 illustrates the template creation process in LumiMood. In each 
iteration, the grid search algorithm undergoes lighting optimization 
and post-processing optimization sequentially. 
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Table 6: T2 questionnaire. The designers were asked to rate their satisfaction with using LumiMood as well as their satisfaction 
with the design outcome and workfow. 

Item Questionnaire Answer Type 
1 (LumiMood only) (Generator satisfaction) The synthesized reference image expresses the Likert (1-7) 

intended emotion well. 
2 (LumiMood only) (Creator satisfaction) Lighting and post-processing adjusted by the Likert (1-7) 

Creator express the intended emotions well. 
3 (LumiMood only) (Recaller satisfaction) By recalling the design steps, I was able to understand how Likert (1-7) 

each lighting and post-processing property has efected the design outcome. 
4 (Outcome satisfaction) I think the fnal outcome conveys the intended Likert (1-7) 

emotion well. 
5 (Workfow satisfaction) I am satisfed with the design workfow. Likert (1-7) 

Figure 15: Change in aesthetics of the scene during the grid search iterations. In T2, we set the total number of iterations � to 4 
and number of search steps to 10 for fast generation of the template scene. 

High satisfaction towards Generator, Creator, and Recaller. 
Both the professional and novice participants expressed high sat-
isfaction with the three components of LumiMood. The designers 
were asked to rate LumiMood based on the appropriateness of the 
results. Figure 16-(a) shows the satisfaction regarding the Generator, 
Creator, and Recaller. Both professionals and novices assigned high 
scores for satisfaction with the Generator, Creator, and Recaller. 
Hence, we observed that the designers in T2 were satisfed with the 
functionalities of LumiMood. The Mann–Whitney U test revealed a 
signifcant diference in Recaller satisfaction between novices and 
professionals. This indicates that providing intermediate designs 
was more helpful to professionals than to novices. 

We also examined the correlation between the quality of Genera-
tor, Creator, and Recaller, and workfow satisfaction in T2. Pearson’s 
r was calculated for the correlation analysis, and the results are 
presented in Table 8. We found that for professionals, the Creator 
had the highest correlation with workfow satisfaction, followed 

by the Generator and Recaller. A similar tendency was observed 
for novices, but the Recaller showed no signifcant correlation with 
workfow satisfaction. Therefore, we identifed that the use of de-
sign templates is greatly associated with an increase in workfow 
satisfaction. 

Greater satisfaction with design outcome and workflow. 
The satisfaction with the outcome and workfow were enhanced 
after using LumiMood for both professionals and novices. Figure 
16-(b) shows the results of the satisfaction with the design out-
come and workfow. We conducted a Wilcoxon signed-rank test to 
compare the results before and after using LumiMood. When pro-
fessionals used LumiMood, we observed a signifcant improvement 
in the outcome satisfaction when compared with the baseline re-
sults. We observed similar trends for novices; the use of LumiMood 
signifcantly improved the outcome satisfaction when compared 
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Figure 16: Questionnaire results from T2. (a) Satisfaction with Generator, Creator, and Recaller. (b) Satisfaction with design 
outcome and workfow. The error bar represents the standard deviation. Signifcance levels are indicated: *p<0.05, **p<0.01, 
***p<0.001. 

Figure 17: Diferences between professionals and novices utilizing the template scene. (a) MSE between fnal design outcome 
and template scene. (b) Number of times Recaller was used while designing. Signifcance levels are indicated: *p<0.05, **p<0.01, 
***p<0.001. 

with the baseline results. Therefore, we concluded that both profes-
sionals and novices were able to produce satisfying outcomes with 
LumiMood, along with improved workfow satisfaction. 

5.3.4 T2: Further observations. In T2, the designers had the 
freedom to create their own designs, resulting in a broader range 
of design outcomes. They could either use the template scene as is 
or create their own design using the template scenes. The results of 
T2 showed that all three components of LumiMood infuenced the 
overall workfow satisfaction for both professionals and novices 
while showing notable diferences in the satisfaction with the Re-
caller. Consequently, we observed variations in the design process 
between professionals and novices when incorporating the tem-
plate scene into their workfows. 

Utilizing the template scenes for designing. The novices re-
lied more on the template scenes, whereas the professionals actively 

used the intermediate steps to create their own designs. We exam-
ined how designers incorporated the suggested template scene into 
their fnal design outcome. To assess this, we measured the dif-
ference between the appearance of the suggested template scene 
and the fnal design outcome by using the MSE metric. The inde-
pendent t-test revealed that the diference was signifcantly higher 
for the professionals than for the novices. Professionals developed 
their designs further, resulting in a larger diference between the 
template scene and fnal outcome. This indicates that novices are 
more likely to accept the design suggested by LumiMood, whereas 
professionals tend to further refne their scene using the template 
scene. 

The interaction counts of the Recaller’s intermediate steps also 
suggest that novices rely more on the template result than profes-
sionals do. The intermediate steps provided by the Recaller enable 
designers to trace back the design steps of LumiMood and start 
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Table 7: Statistical results of T1. Signifcance levels are indicated: *p<0.05, **p<0.01, ***p<0.001. 

Fig16-(a) Generator Satisfaction Creator Satisfaction Recaller Satisfaction 
Professionals with 

LumiMood 
Novices with 
LumiMood 

Professionals with 
LumiMood 

Novices with 
LumiMood 

Professionals with 
LumiMood 

Novices with 
LumiMood 

Statistics 

Signifcance 

Mdn=6.00, Mo=7.00 Mdn=6.00, Mo=7.00 
Q1=5.00, Q3=7.00 Q1=5.00, Q3=7.00 

W =10098.00, p=0.314 

Mdn=6.00, Mo=6.00 Mdn=6.00, Mo=6.00 
Q1=4.00, Q3=7.00 Q1=5.00, Q3=6.00 

W =10834.50, p=0.962 

Mdn=6.00, Mo=6.00 Mdn=5.00, Mo=4.00 
Q1=4.00, Q3=6.00 Q1=6.00, Q3=6.00 

W =9163.50, p=0.021* 

Fig16-(b) 
Outcome Satisfaction 

Professionals 
Workfow Satisfaction 

Statistics 

Signifcance 

Baseline LumiMood 
Mdn=5.00, Mo=6.00 Mdn=6.00, Mo=6.00 
Q1=4.00, Q3=6.00 Q1=5.00, Q3=6.00 

Z=2.50, p=0.011* 

Baseline LumiMood 
Mdn=5.00, Mo=5.00 Mdn=6.00, Mo=6.00 
Q1=4.00, Q3=6.00 Q1=4.75, Q3=6.00 

Z=2.56, p=0.010* 

Fig16-(b) 
Outcome Satisfaction 

Novices 
Workfow Satisfaction 

Statistics 

Signifcance 

Baseline LumiMood 
Mdn=5.00, Mo=6.00 Mdn=6.00, Mo=6.00 
Q1=4.00, Q3=6.00 Q1=5.00, Q3=6.00 

Z=4.41, p<0.001*** 

Baseline LumiMood 
Mdn=5.00, Mo=5.00 Mdn=6.00, Mo=7.00 
Q1=4.00, Q3=6.00 Q1=5.00, Q3=7.00 

Z=4.24, p<0.001*** 

Fig17 Outcome-template diference 
Professionals with Novices with 

LumiMood LumiMood 

Number of Recaller used 
Professionals with Novices with 

LumiMood LumiMood 

Statistics 

Signifcance 

M=93.37 M=89.97 
SD=5.37 SD=4.86 

t(38)=-2.10, p=0.042* 

M=18.05 M=9.50 
SD=11.28 SD=13.89 

t(38)=-2.14, p=0.039* 

Table 8: Correlation between the perceived quality of Gener-
ator, Creator, and Recaller and workfow satisfaction. 

Professionals Novices 

Generator 
Creator 
Recaller 

Pearson’s r 
0.459 
0.605 
0.453 

p 
<0.001 
<0.001 
<0.001 

Pearson’s r 
0.450 
0.556 
0.153 

p 
<0.001 
<0.001 
0.062 

their own design from an intermediate step. This ofers the free-
dom to either use the fnal template design from the Creator or 
customize it according to their needs. We used the independent 
t-test to examine the interaction counts of the designers with the 
intermediate steps and found that novices had signifcantly fewer 
interaction counts than that of professionals. This suggests that 
professionals tend to customize the template scene by examining 
the changed properties, whereas novices tend to pay less attention 
to customizing the template scene. 

6 DISCUSSION 
This section reports the fndings and discusses the results of the 
user study. Based on the results of the user study, we conducted 
interviews to fnd the implications for designing AI-driven CSTs. 

6.1 Implications of the results of T1 and T2 
In this study, we conducted T1 and T2 to examine whether incor-
porating LumiMood into the designers’ workfows benefts them 
in creating the mood of a scene. In T1, all participants were tasked 
with replicating the same target scene. The purpose of this task 
was to determine if LumiMood assists designers in addressing Chal-
lenge2 and Challenge3. In T2, the participants experienced the full 
LumiMood workfow, which included mood ideation using the Gen-
erator, to assess how designers manage Challenge1 and observe 
how LumiMood had afected their entire workfow satisfaction. 

6.1.1 Resolving Challenge1: Bridging the abstract concepts of mood 
and concrete visual representations. We conducted T2 to assess if 
LumiMood efectively addressed Challenge1, which arises from the 
abstractness of mood concepts. The results of T2 indicated that 
the participants in the user study were satisfed with the reference 
image and their workfows. In the interview, both professionals and 
novices mentioned that they found inspiration for mood designs 
from the reference image. Specifcally, professionals relied on the 
prompting capability to guide the synthesized results according 
to their intentions, whereas novices focused on the recommenda-
tion system itself; "By prompting with keywords, I was able to see 
various mood designs based on the current scene. This inspired me 
signifcantly" (Professional8), "Before starting the actual design, I had 
to think of specifc designs. LumiMood inspired me by recommending 
images" (Novice1). Previous studies have also noted that providing 
example images for designing tasks enhances the performance of 
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various tasks, such as interface designing [39] or 3D modeling [40]. 
Based on these studies, we concluded that the reference images 
generated by the Generator inspired the designers by bridging the 
gap between abstract mood concepts and concrete visual represen-
tations. 

6.1.2 Resolving Challenge2: Connecting visual representations to 
property values. Challenge2 arose when designers found it difcult 
to translate the visual representations into specifc lighting and 
post-processing property values. This often led to a trial-and-error 
approach, as the property values could not be directly deduced from 
the imagery. The results indicated that LumiMood streamlined the 
design process, enhancing precision and satisfaction while reduc-
ing the design time and interaction counts. Interviews revealed 
that professionals appreciated the streamlined workfow, whereas 
novices particularly valued the reduced difculty; "The designing 
was much faster when using LumiMood, which was the most satisfac-
tory aspect" (Professional3), "It was easier to design with LumiMood, 
as it provided the template designs that I wanted" (Novice17). Based 
on these observations, we conclude that using LumiMood can help 
designers achieve improved precision in lesser time and with fewer 
interactions, thus streamlining the design process and resolving 
Challenge2. 

6.1.3 Resolving Challenge3: Understanding the efects of each prop-
erty on the design outcome for professionals. In the formative study, 
designers noted that understanding the properties of lighting and 
post-processing posed difculties, which were denoted as Chal-
lenge3. The results indicate that professionals using LumiMood 
gained a better understanding of the property settings in game 
scenes, whereas there was no notable diference in the understand-
ing of the property settings between the baseline workfow and 
LumiMood among novices. LumiMood enabled the professional 
designers to broaden their knowledge of properties, thereby diver-
sifying their mood design techniques; "I was able to understand split 
toning by recalling the property changes" (Professional 12), "I think 
using LumiMood would be great for practicing lighting and post-
processing" (Professional 13), and "During the experiment, I was able 
to adjust some properties with confdence" (Professional17). Through 
the interview results, we confrmed a diference in the reaction 
to the Recaller, a tool designed to enhance the understanding of 
the properties, between professionals and novices. Professionals re-
ported that Recaller helped them understand the specifc properties 
that were changed to achieve the current design. However, novices 
tended to use Recaller less frequently than the professionals did; "I 
simply accepted the template created by the system. I really did not use 
the Recaller often to see how the properties have changed" (Novice7), 
"I was satisfed with the template results; so, I did not feel the need 
to recall" (Novice11). As novices used the Recaller less frequently 
than professionals did, the resolution efect for Challenge3 was less 
signifcant for them. 

6.2 Designing with templates 
In this study, we designed LumiMood to provide design template 
scenes for designers to improve their workfow efciency. The re-
sults indicate that using the templates reduces the design time and 
interaction counts while increasing the design precision and mood 

intention accuracy. To identify the component—Generator, Creator, 
or Recaller—that had the most efect on the user’s satisfaction with 
the entire workfow, we examined the correlation between the qual-
ity of each component and workfow satisfaction in T2. The results 
indicated that for both professionals and novices, the Creator ex-
hibited the most signifcant correlation with workfow satisfaction 
when compared with those of the Generator and Recaller. Hence, 
we explored how initiating the design process from the template 
scene benefted the designers. 

6.2.1 Advantages of template based designing. After conducting 
the interviews, we examined the participants’ opinions on using 
the template scenes. While highlighting the streamlining efect of 
template-based designing, the novices noted that they were better 
able to evaluate their designs after using the templates. In compari-
son with the baseline, where designers have to design from scratch, 
templates enable the designers to start from the base designs that 
are closer to the desired outcome. As a result, the novices reported 
that evaluating the designs when iterating with properties became 
easier; "When designing using a template, I was able to better under-
stand the strengths and weaknesses of my design" (Novice12). This 
possibly increased the satisfaction with the entire workfow. The 
professionals also reported that using the templates simplifed their 
work by embodying the concepts of abstract moods that are dif-
cult to imagine. "The templates suggested by the Creator simplifed 
the entire process signifcantly by turning the abstract concepts into 
actual property values" (Professional3). Thus, providing base designs 
allows designers to create their scenes with lesser difculty. 

6.2.2 Implications for template generation. Although the partici-
pants expressed satisfaction with the template scenes, we observed 
that AI-driven CSTs should be able to synthesize a wide variety 
of references for inspiration. In an interview after T2, the partici-
pants noted that the synthesized reference images should be more 
fexible to accommodate various designer prompts and generate 
diverse template scenes; "Overall, I like the idea of AI designing 
for me, but I am concerned that excessive reliance on AI will result 
in similar designs by diferent designers" (Professional20). Although 
providing reference images can improve both design satisfaction 
and performance, previous studies have pointed out that design 
fxation, where designers over-rely on a single satisfactory design, 
may also occur [11]. This fxation can limit the creativity of design-
ers; hence, preventing it is essential for ensuring the quality of the 
design outcome. To address fxations with CST, Liu et al. proposed 
the use of difusion models, which can be combined with prompt-
ing capabilities to solve the fxation problem [40] by synthesizing 
various images that can inspire designers. This study utilized a 
difusion model to provide references for 3D modeling and identi-
fed that designers were able to overcome fxation with DALL-E, a 
well-generalized difusion model. Therefore, we suggest that the 
generalizability of the AI model for synthesizing desired images is 
a key factor in building CSTs for inspiring the designers’ creativity. 
Because designers are sensitive to fxation issues [56], they should 
be provided with a wide variety of synthesized results when de-
signing the CSTs. A biased AI model may force the designers to 
focus on a single image. Hence, training an AI model with diverse 
image synthesis capabilities is required for AI-driven CSTs. 
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6.3 Professionals prefer control, novices prefer 
automation 

We conducted a user study to assess whether our system can assist 
both professional and novice game designers. To gain further in-
sights into the use of a CST across both groups, we examined the 
interview results to analyze the interactions of professional and 
novice designers with our system, along with diferences between 
their performances. 

During the interview, the designers were asked to discuss their 
experience with LumiMood and rank the functionalities of the 
Generator, Creator, and Recaller. The novice designers found the 
template generation functionality, which automatically sets the 
lighting and post-processing properties, particularly impressive. 
They found it to be the most advantageous feature of LumiMood, 
as it allowed them to bypass the initial design stage; "It was con-
venient and time-saving to start with templates generated by the 
system" (Novice5), "As a beginner, I liked the part where AI provides 
basic directions for designing" (Novice16). In contrast, professionals 
preferred to retain control over the automation. The interview re-
vealed that professionals enjoyed the process of creating a scene 
that refected their imagination; "Setting up a lighting property was 
the most enjoyable part of scene designing. Controlling the properties 
and visualizing the intermediate steps were the features that I liked." 
(Professional20). 

Previous studies have shown that guaranteeing user control over 
the tasks increases their preference for and use of CSTs, suggest-
ing that an end-to-end system can hinder usability by excluding 
the user”s role in the entire design workfow [77]. However, the 
existing studies have typically gathered insights from participants 
with a single level of expertise. Therefore, we provide guidance on 
leveraging automation based on the designers’ experience levels. 
As our system supports end-to-end automation of the entire design 
process, the participants were allowed to carry out their design 
task according to their preference, with fexible operation ranging 
from fully automated to fully controlled. We found that novices 
relied more on automation, whereas professionals followed a more 
involved process of designing rather than relying solely on automa-
tion. Thus, the preference for the balance between automation and 
control may difer among designers, especially depending on their 
experience levels. CSTs can ofer a high level of control to experi-
enced users, whereas they should automate the workfow and may 
even ofer an end-to-end workfow to users with low experience 
levels. 

7 LIMITATIONS AND IMPLICATIONS FOR 
BETTER AI-DRIVEN CST DESIGN 

LumiMood supports designers’ workfows by suggesting lighting 
and post-processing designs. Although the results indicate that 
LumiMood enhances satisfaction with the design workfow, several 
improvements can be made. In this section, we suggest exploring 
the directions for designing better CSTs for future works. 

7.1 Improvements for image generation 
In this study, a difusion model was employed to create reference 
images that inspire designers during the conceptualization phase 
of their design. However, the use of the difusion model presents 

several areas for improvement in future research. First, the difu-
sion model used in our study is a "black box" [1], which makes it 
difcult to explain how the Generator’s reference afective images 
are synthesized. Some participants noted that they wanted direct 
explanations on how the difusion model in the Generator created 
the reference afective image; "I am curious about the aspect of the 
reference image that the AI believed people would feel sad about." 
(Novice4). In future studies, explainable AI (XAI) [22, 70] features 
could be integrated into LumiMood to provide information about 
the AI’s decision-making process. One possible solution is to intro-
duce a classifer concatenated with a class activation map [62] to 
visualize which pixels in the reference image had the most signif-
cant efect on the AI’s decision. By incorporating XAI capabilities 
into AI-driven CSTs, user experience can be enhanced by providing 
rich information about the system’s decision-making. 

Second, the difusion model employed in this study generates the 
reference images based on a single image captured by a virtual cam-
era. Consequently, in the user study, we evaluated the performance 
of LumiMood by having participants design a single scene. How-
ever, commercial games typically comprise multiple scenes, each 
requiring the design of a suitable mood. If a designer aims to achieve 
similar mood designs across diferent scenes, the Generator needs 
to be extended to support image generation that ensures consistent 
styles across various images. This enhancement can be realized by 
ensuring consistency within the difusion model [69, 73]. By con-
sidering the spatial and temporal similarities between the images, 
these difusion models aim to preserve the similarity in styles over 
multiple synthesis requests. The incorporation of such mechanisms 
into the image generation process of the Generator can support 
multiple reference image generations with style consistency. 

7.2 Extending the automation to other visual 
efects 

LumiMood focuses on low-level elements, such as color distribu-
tion, contrast, and brightness, to design the mood of a scene. A 
formative study has confrmed that these elements, along with 
lighting and post-processing, play a dominant role in determining a 
scene’s mood. Lighting and post-processing signifcantly infuence 
a scene’s color palette, but they are part of a wider array of contribut-
ing factors. For instance, shaders are essential for simulating the 
interaction of light with material surfaces, which afects properties 
such as refection, refraction, and transparency [63]. Beyond their 
technical functionality, shaders can also be used to create artistic 
styles, such as cell shading [66]. This is particularly important when 
attempting to replicate artistic styles in reference images that are 
challenging to achieve with realistic light physics alone. Because 
we found that matching the appearance of a template scene with a 
reference image is challenging, utilizing shaders can improve the 
overall design process. 

In the user study, some designers recommended the mesh editing 
functionality, as a greater diversity of designs could be achieved if 
designers could change the semantics; "I would like to change the 3D 
models inside the scene in addition to lighting and post-processing" 
(Professional14). For example, in T2, a scene of a mountain with few 
trees and rocks was used. The designers would have had greater 
freedom to design the scene if they were allowed to change the 
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height of the mountains or add more trees. Therefore, high-level 
features, such as the semantic meanings of objects, can be incor-
porated by introducing additional 3D generative models such as 
Unity Muse, SceneSeer [8], or GET3D [19]. This extension would 
provide designers with greater freedom to design and evaluate their 
work. In future research on the development of AI-driven CSTs 
for 3D designing, both high-level semantics and low-level color 
features should be considered to facilitate the realization of the 
scene conceptualized by the designers. 

8 CONCLUSION 
We present LumiMood, an AI-driven CST that supports the de-
signers in creating the mood of their 3D scenes by automatically 
adjusting the lighting and post-processing properties. Through the 
formative study, we observed that designers are facing challenges 
of realizing the abstract mood concepts, labor-intensive iterative 
designing process, and confusion in selecting the properties of light-
ing and post-processing. The user study involving professionals 
and novice designers showed that LumiMood resolves these chal-
lenges with increased design precision, mood intention accuracy, 
and workfow satisfaction. During our user study, we explored the 
diferences between professional and novice designers, with partic-
ular focus on their preference regarding control. While the design 
automation has to be cared to possess variety of references for all 
designers, the balance between automation and control has to be 
set based on the target users’ experience levels. Hence, this study 
proposes the level of expertise as an important factor for future 
CST tools. 
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